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Outline: Lecture 2

 Which inference method to choose?

* Monte-Carlo integration, importance sampling, rejection
sampling

* Markov Chain Monte Carlo: Metropolis-Hastings algorithm &
Gelman-Rubin test

* The test pdf

* Slice sampling

* Gibbs sampling

* Hamiltonian sampling

* Approximate Bayesian Computation: Likelihood-free rejection
sampling



Which inference method to choose?



Probabilistic computations: two approaches
(a very personal view)

OKAY. HOW MUCH
DO | KNOW ABOUT

THE LIKELIHOOD?

QUITEA y QSOLUTELY NOTHING
LIKELIHOOD-BASED LIKELIHOOD-FREE
METHODS: METHODS:

EXACT BAYESIAN INFERENCE ~ APPROXIMATE BAYESIAN COMPUTATION (ABC)



LIKELIHOOD-BASED METHODS: EXACT BAYESIAN INFERENCE

CAN | SOLVE THE PROBLEM ANALYTICALLY? YES
—_ ANALYTIC
(JUST TO BE SURE) SOLUTION!
NO
AM I DEALING WITH LESS THAN 3-4 DIMENSIONS? sl JusT PLO'D

‘NO

DOIJUST NEED AMAPESTIMATOR?  —toy  sure? KAV QPTIMISERS)
{, OF COURSE NOT! NOPE!

WILL | NEED CONVENENTLY THE EVIDENCE? mliip ( Jiol =0 ) OR SOMETHING CLEVER.
‘ NO. FORTUNATELY
IS THE PROBLEM SIMPLE ENOUGH? METROPOLIS-
(DIMENSION. PDFY) % HASTINGS
MARKOV CHAIN
dvEs MONTE CARLO
SLICE
(MCMC) SAMPLING ELLIPTICAL
SLICE
M
IMPORTANCE (EXCHANGE)
SAMPLING
SAMPLING
DO | KNOW GIBBS
33 SAMPLING
REJECTION ..CONDITIONALS OF, HAMIL TONIAN
SAMPLING THE LIKELIHOOD? s SAMPLING
.GRADIENTS OF

THE LIKELIHOOD? 5



LIKELIHOOD-FREE METHODS: APPROXIMATE BAYESIAN COMPUTATION (ABC)

DO | REALLY KNOW NOTHING ABOUT THE  NO.I'M . ABC IS NOT CARTE BLANCHE REPLACEMENT
—
LIKELIHOOD? J0ST LAZY . FOR LIKELIHOOD-BASED METHODS. | GO BACK
‘ YES TO THE PREVIOUS SLIDE.

DO I KNOW A SUFFICIENT SUMMARY STATISTIC .ﬁ; GREAT. 'M USING IT IN THE FOLLOWING!

OF MY DATA?
‘ NO
LIKELIHOOD-FREE

DO | HAVE A REASONABLE CHANCE TO HIT THE
DATA “BY CHANCE" WITH MY GENERATIVE MODEL? YES REJECTION SAMPLING

(STRONG PRIOR. LOW DIMENSION. HIGH TOLERANCE)
‘ NO. IT’S HOPELESS

CAN | BUILD A SYNTHETIC LIKELIHOOD? QA

‘NO

LIKELIHOOD-FREE
POPULATION MC (PMC).
SEQUENTIAL MC (SMC).
PARTICLE FILTERS

SYNTHETIC
LIKELIHOOD

HOPELESS PROBLEM.
| TAKE A BREAK. METHODS LIKELIHOOD- _AND MANY
THEN THINK MORE. FREE MCMC HYBRIDS OF
BAYESIAN ALL THIS
OPTIMISATION & HAMILTONIAN
CONDITIONAL ( ABC
DENSITY

ESTIMATION



Monte-Carlo integration, importance
sampling, rejection sampling

Notebook 7: https://eithub.com/florent-
leclercq/Bayes InfoTheory/blob/master/Sampling Importance Re
jection.ipynb



https://github.com/florent-leclercq/Bayes_InfoTheory/blob/master/Sampling_Importance_Rejection.ipynb

Markov Chain Monte Car

Metropolis-Has

ings algorit

Gelman-

Notebook 8: https://github.co

Rubin test

m/florent-

0:

m&

leclercq/Bayes InfoTheory/blob/master/MCMC MH.ipynb



https://github.com/florent-leclercq/Bayes_InfoTheory/blob/master/MCMC_MH.ipynb

Slice sampling

Notebook 9: https://github.com/florent-
leclercq/Bayes InfoTheory/blob/master/MCMC Slice.ipynb



https://github.com/florent-leclercq/Bayes_InfoTheory/blob/master/MCMC_Slice.ipynb

Gibbs sampling

Notebook 10: https://github.com/florent-
leclercq/Bayes InfoTheory/blob/master/MCMC Gibbs.ipynb
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https://github.com/florent-leclercq/Bayes_InfoTheory/blob/master/MCMC_Gibbs.ipynb

MCMC beyond Metropolis-Hastings

* Shortcomings of standard Metropolis-Hastings:
Tuning of proposal distributions
Curse of dimensionality

* Gibbs sampling: /)
Uses conditionals of the target pdf /—1
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Modular probabilistic programming: example

ARES: Algorithm for REconstruction and Sampling

new o
sample

data
d = {NE}

Y

density sampling

P(5', 0 d, S, N, a) |

Y

data
d = {N*}

B

P(af|d,d", N*)

bias sampling ]

new v
sample

new .\

sample

A

{ noise sampling

P(N'INY, oY

-

data
d={N*}

)[

power spectrum sampling
P(S|0T, N, )

F 3

}_.

new 5
sample

Jasche, Kitaura, Wandelt & Enflin 2010, arXiv:0911.2493
Jasche & Wandelt 2013, arXiv:1306.1821
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MCMC beyond Metropolis-Hastings

* Shortcomings of standard Metropolis-Hastings:
Tuning of proposal distributions
Curse of dimensionality

* Gibbs sampling:

Uses conditionals of the target pdf /—) /

Inefficient if parameters are / ) //
strongly correlated /
How does one take diagonal

steps in parameter space?
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Hamiltonian sampling

Notebook 11: https://github.com/florent-
leclercq/Bayes InfoTheory/blob/master/MCMC Hamiltonian.ipynb
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https://github.com/florent-leclercq/Bayes_InfoTheory/blob/master/MCMC_Hamiltonian.ipynb

Hamiltonian (Hybrid) Monte Carlo

* Use classical mechanics to solve statistical problems!
The potential: Y(x) = — Inp(x)

1
The Hamiltonian:  H(X,p) = §pTM_lp + (%)

dx  OH 4
@ op P -
(Xap) |:> 3 d_p B 8H B d¢(X) |:> (Xap)

LAt ox dx gradients of the pdf

a(x',x) = e H'~H) — ] == aeceptance ratio unity

- HMC beats the curse of dimensionality by:

Exploiting gradients
Using conservation of the Hamiltonian

Duane et al. 1987, Phys. Lett. B 195, 2
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Approximate Bayesian Computation:
Likelihood-free rejection sampling

Notebook 12: https://github.com/florent-
leclercq/Bayes InfoTheory/blob/master/ABC rejection.ipynb



https://github.com/florent-leclercq/Bayes_InfoTheory/blob/master/ABC_rejection.ipynb

