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“I have had my results for a long time: but I do not yet know how
I am to arrive at them.”
— Carl Friedrich Gauß
Quoted in Arber (1954), The Mind and the Eye

Abstract
This appendix provides complements on Gaussian random fields. It offers a mathematical exposition of their definition
and demonstrates well-known properties, used in particular in chapter 1 and for the generation of initial conditions
for cosmological simulations (section B.6).

A.1 Characteristic function
Definition A.1. For a random scalar vector λ ∈ Cn whose pdf is P (λ), the characteristic function φλ is defined
as the inverse Fourier transform of P (λ). In other words, it is the expectation value of eit∗λ, where t ∈ Cn is
the argument of the characteristic function (e.g. Manolakis, Ingle & Kogon, 2000):

φλ(t) ≡
〈

eit∗λ
〉

=
∫
C

eit∗λ P (λ) dλ. (A.1)

Characteristic functions have well-known properties. In particular, an important theorem is the following.

Theorem A.2. (Kac’s theorem). Let λ1, λ2 ∈ Cn be random vectors. The following statements are equivalent:

1. λ1 and λ2 are independent (we note λ1 ⊥⊥ λ2),

2. the characteristic function of the joint random vector (λ1, λ2) is the product of the characteristic functions
of λ1 and λ2 i.e. φ(λ1,λ2) = φλ1φλ2 .

Proof. 1. ⇒ 2. is straightforward using ⟨f(λ1)g(λ2)⟩ = ⟨f(λ1)⟩ ⟨g(λ2)⟩.
2. ⇒ 1. Let λ̃1 and λ̃2 be random vectors such that λ̃1 and λ1 have the same pdf, λ̃2 and λ2 have the same

pdf and λ̃1 ⊥⊥ λ̃2. Then

φ(λ1,λ2) = φλ1φλ2 using 2.
= φ

λ̃1
φ
λ̃2

using the pdfs
= φ(λ̃1,λ̃2) using 1. ⇒ 2.

i.e. the characteristic functions of (λ1, λ2) and (λ̃1, λ̃2) coincide. From the uniqueness of the inverse Fourier
transform we conclude that (λ1, λ2) and (λ̃1, λ̃2) are drawn from the same distribution, hence λ1 ⊥⊥ λ2.
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A.2 General definition of a Gaussian random vector
Definition A.3. A multivariate random scalar vector λ ∈ Cn is a Gaussian random vector if and only if there
exists a vector µ ∈ Cn and a Hermitian, positive semi-definite matrix C ∈ Mn(C) such that the characteristic
function of λ is

φλ(t) = exp
(

it∗µ− 1
2 t

∗Ct

)
. (A.2)

In this case, µ and C are called the mean and covariance matrix of λ, respectively, and we note λ ∼ Nn [µ,C].
Here, the covariance matrix is allowed to be singular. This definition generalizes the one given in section 1.2.3.1,
as we see from the following theorem.

Theorem A.4. When C is positive-definite (and therefore invertible), the distribution of λ has a multivariate
normal density

P (λ|µ,C) = 1√
|2πC|

exp
(

−1
2(λ− µ)∗C−1(λ− µ)

)
. (A.3)

Proof. By explicitly computing the inverse Fourier transform of the multivariate normal distribution above (i.e.
calculating the Gaussian integral), we can check that the characteristic function of this distribution coincides
with the value of equation (A.2). From the uniqueness of the inverse Fourier transform, we conclude that λ is
drawn from the distribution whose pdf is given above.

When this condition is fulfilled, we say that λ is non-degenerate.

A.3 Some well-known properties of Gaussian random vectors
Proposition A.5. Linear transformations preserve Gaussianity, i.e. for all A ∈ Mm×n(C) and b ∈ Cm, if
λ ∼ Nn [µ,C], then Aλ+ b ∼ Nm [Aµ+ b, ACA∗].

Proof. The characteristic function of Aλ+ b is, for all s ∈ Cm,

φAλ+b(s) =
〈

eis∗(Aλ+b)
〉

=
〈

ei(A∗s)∗λ
〉

eis∗b

= φλ(A∗s) eis∗b

= exp
(

i(A∗s)∗µ− 1
2(A∗s)∗CA∗s

)
exp (i s∗b)

= exp
(

is∗(Aµ+ b) − 1
2s

∗(ACA∗)s
)
.

Proposition A.6. Adding two independent Gaussians yields a Gaussian, i.e. if λ1 ∼ Nn [µ1, C1], λ2 ∼
Nn [µ2, C2] and λ1 ⊥⊥ λ2, then λ1 + λ2 ∼ Nn [µ1 + µ2, C1 + C2].

Proof. The independence of λ1 and λ2 implies the independence of eit∗λ1 and eit∗λ2 . Therefore,

φλ1+λ2(t) =
〈

eit∗(λ1+λ2)
〉

=
〈

eit∗λ1eit∗λ2
〉

=
〈

eit∗λ1
〉〈

eit∗λ2
〉

= φλ1(t)φλ2(t).

Using the characteristic functions of λ1 and λ2 yields

φλ1+λ2(t) = exp
(

it∗µ1 − 1
2 t

∗C1t

)
exp

(
it∗µ2 − 1

2 t
∗C2t

)
= exp

(
it∗(µ1 + µ2) − 1

2 t
∗(C1 + C2)t

)
.
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A.4 Marginal and conditionals of Gaussian random vectors
To study the partition of Gaussian random vectors, let us define

λ =
(
λx
λy

)
, µ =

(
µx
µy

)
and C =

(
Cxx Cxy
Cyx Cyy

)
, (A.4)

where λx, µx ∈ Cm, Cxx ∈ Mm(C), λy, µy ∈ Cn−m, Cyy ∈ Mn−m(C), Cxy ∈ Mm×(n−m)(C) and Cyx =
(Cxy)∗ ∈ M(n−m)×m(C). We assume that m < n and we want to prove that the marginal and conditional
distributions of λx and λy are Gaussians with parameters given by equations (1.19)–(1.22) and (1.23)–(1.26).
By symmetry, we limit the discussion to λx and λx|λy.

Proposition A.7. The marginal distribution of λx is that of a Gaussian random vector with mean µx and
variance Cxx.

Proof. Consider A =
(

1xx 0xy
0yx 0yy

)
. Proposition A.5. yields Aλ = λx ∼ Nm [Aµ,ACA∗] = Nm [µx, Cxx].

Let us now consider the conditionals.

Lemma A.8. λx and λy are independently distributed if and only if Cxy = 0xy.

Proof. This proposition follows by considering the characteristic function of λ:

φλ(t) = φ(λx,λy)(tx, ty)

= exp
(

it∗µ− 1
2 t

∗Ct

)
= exp

(
it∗xµx + it∗yµy − 1

2 t
∗
xCxxtx − 1

2 t
∗
xCxyty − 1

2 t
∗
yCyyty − 1

2 t
∗
yCyxtx

)
= φλx(tx)φλy (ty) exp (−t∗xCxyty)

and using Kac’s theorem (theorem A.2.), λx ⊥⊥ λy ⇔ φ(λx,λy) = φλx
φλy

⇔ Cxy = 0xy.

Definition A.9. Let Cxx.y ≡ Cxx − CxyC
−1
yy Cyx, the so-called generalized Schur-complement of Cyy in C.

Lemma A.10. (
λx − CxyC

−1
yy λy

λy

)
∼ Nn

[(
µx − CxyC

−1
yy µy

µy

)
,

(
Cxx.y 0xy
0yx Cyy

)]
. (A.5)

Proof. Consider A =
(

1xx −CxyC−1
yy

0yx 1yy

)
. The lemma follows by considering Aλ and using proposition A.5.

Proposition A.11. The conditional distribution of λx given λy is the Gaussian distribution given by

Nm

[
µx + CxyC

−1
yy (λy − µy), Cxx.y

]
.

Proof. Since λx − CxyC
−1
yy λy and λy have zero covariance matrix (lemma A.10.), they are independently dis-

tributed according to lemma A.8. Therefore, using also the result obtained for the marginals (proposition A.7.),
we get

(λx − CxyC
−1
yy λy)|λy ∼ λx − CxyC

−1
yy λy

∼ Nm

[
µx − CxyC

−1
yy µy, Cxx.y

]
and hence

λx|λy ∼ (λx − CxyC
−1
yy λy + CxyC

−1
yy λy)|λy

∼ Nm

[
µx + CxyC

−1
yy (λy − µy), Cxx.y

]
by just translating the above normal density by the constant vector CxyC−1

yy λy.
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“Simulation:
1. a. The action or practice of simulating, with intent to deceive;
false pretence, deceitful profession. (...)
2. A false assumption or display, a surface resemblance or imita-
tion, of something. (...)”
— The Oxford English Dictionary
Quoted by Peter Coles (2014)

Abstract
This technical appendix describes the implementation of the simulation codes used in this thesis. It reviews the
particle-mesh approach for simulating a collisionless cold dark matter fluid, as well as the cola modification. The
generation of initial conditions using Lagrangian perturbation theory is also discussed.

Many of the projects described in this thesis rely on the particle-mesh (PM) simulation technique. It has
originally been introduced and applied in many different areas of physics, such as electromagnetism, hydrody-
namics, magnetohydrodynamics, plasma physics and self-gravitating systems (see e.g. the books by Hockney &
Eastwood, 1981 and Birdsall & Langdon, 1985). In a cosmological context, the reference papers include Klypin
& Shandarin (1983); Efstathiou et al. (1985).

This appendix reviews the PM technique, the cola modification, and the numerical implementation of La-
grangian perturbation theory. More details on cosmological PM codes can be found in the review by Bertschinger
(1998) or the lectures notes by Kravtsov (2002); Springel (2014); Teyssier (2014). The reader is also referred

http://www.oed.com/
https://telescoper.wordpress.com/2014/05/08/illustris-cosmology-and-simulation/
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to the cola papers, Tassev, Zaldarriaga & Eisenstein (2013); Tassev et al. (2015); and to Scoccimarro (1998,
appendix D), for the implementation of LPT.

This appendix is organized as follows. In section B.1, we write down the equations actually solved by
PM/cola codes. We describe the main PM steps and the required data structures in section B.2. Section
B.3 reviews mesh assignments and interpolation schemes; section B.4 discusses the resolution of the Poisson
equation and the computation of forces; and section B.5 examines how to update the positions and momenta of
particles. Finally, B.6 describes the generation of cosmological initial conditions using Lagrangian perturbation
theory.

B.1 Model equations
B.1.1 Model equations in the standard PM code

A PM codes solves the equation of motion for dark matter particles in comoving coordinates (see equation
(1.74); below the mass of particles m is absorbed in the definition of the momentum p):

p = a
dx
dτ , (B.1)

dp
dτ = −a∇Φ, (B.2)

coupled with the Poisson equation for the gravitational potential (equation (1.72)),

∆Φ = 4πGa2ρ̄(τ)δ = 3
2Ωm(τ)H2(τ)δ. (B.3)

It is convenient to choose the scale factor as time variable. Using ∂τ = a′ ∂a = ȧa ∂a and ρ̄(τ) = ρ(0)a−3, the
equations to solve are rewritten:

dx
da = p

a′a
= p
ȧa2 , (B.4)

dp
da = −a∇Φ

a′ = −∇Φ
ȧ
, (B.5)

∆Φ = 4πGρ(0)a−1δ = 3
2Ω(0)

m H(0)2a−1δ. (B.6)

We will use the equivalent formulation
dx
da = D(a)p, (B.7)

dp
da = K (a)∇

(
∆−1δ

)
, (B.8)

where we have combined equations (B.5) and (B.6), and defined f(a) ≡ ȧ−1 = a/a′ = H−1(a); D(a) ≡ f(a)/a2

(the “drift prefactor”) and K (a) ≡ −(3/2)Ω(0)
m H(0)2f(a)/a (the “kick prefactor”).

B.1.2 Model equations with COLA
If one desires to include the cola scheme (see Tassev, Zaldarriaga & Eisenstein, 2013, and section 7.3.1),

then one works in a frame comoving with the Lagrangian displacements. Recall the LPT position of a particle
is given by (see section 1.5),

xLPT(a) = q −D1(a)Ψ1 +D2(a)Ψ2. (B.9)
Noting x(a) = xLPT(a) + xMC(a) the real position of the same particle, including the mode-coupling residual
xMC(a), one has (see equation (B.9)):

dx
da = dxLPT

da + dxMC

da ; with dxLPT

da = −dD1

da Ψ1 + dD2

da Ψ2 ≡ D(a)pLPT. (B.10)

We also define pMC such that dxMC/da ≡ D(a)pMC. Then p = pLPT +pMC (see equation (B.7)). Furthermore,

dpLPT
da = d

da

(
1

D(a)
dxLPT

da

)
≡ −K (a)V [xLPT](a), (B.11)
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where the differential operator V [·](a) is defined by

V [·](a) ≡ − 1
K (a)

d
da

(
1

D(a)
d ·
da

)
. (B.12)

With these notations, equation (B.8) reads

dp
da = dpLPT

da + dpMC
da = −K (a)V [xLPT](a) + dpMC

da = K (a)∇
(
∆−1δ

)
. (B.13)

It is straightforward to check from equation (B.9) that V [xLPT](a) = −V [D1](a)Ψ1 + V [D2](a)Ψ2. Using the
differential equation verified by D1 (equation (1.96)) and the second Friedmann equation (equation (1.7)), we
get

V [D1](a) = D1(a). (B.14)

Similarly for the second-order growth factor, using equation (1.118),

V [D2](a) = D2(a) −D2
1(a). (B.15)

In the cola framework, the natural variables are therefore x and pMC, and the equations of motion to solve
(equivalents of equations (B.7) and (B.8)) are

dx
da = D(a)pMC − dD1

da Ψ1 + dD2

da Ψ2, (B.16)

dpMC
da = K (a)

[
∇
(
∆−1δ

)
− V [D1](a)Ψ1 + V [D2](a)Ψ2

]
. (B.17)

In the initial conditions, generated with LPT (see section B.6), we have p = pLPT; therefore the mode-
coupling momentum residual in the rest frame of LPT observers, pMC, should be initialized to zero (this
corresponds to the L− operator in Tassev, Zaldarriaga & Eisenstein, 2013, appendix A). At the end, the LPT
momentum pLPT has to be added to pMC to recover the full momentum of particles, p (this corresponds to
the L+ operator in Tassev, Zaldarriaga & Eisenstein, 2013, appendix A). In the following, wherever we do not
make the explicit distinction between the standard PM and the cola approaches, we will drop the subscript
“MC” for cola momenta and simply note p; however, one should keep in mind these two transformations at
the beginning and at the end.

B.2 Steps and data structures

B.2.1 Main PM steps
Equations (B.7) and (B.8) are solved iteratively in a PM code, which consists of three main steps:

1. estimate the density field on the grid from current particle positions; solve the Poisson equation on the grid
to get the potential; take the gradient of the potential to get the accelerations on the grid; and interpolate
back to particles (see sections B.3 and B.4),

2. advance particle momenta using the new accelerations (equation (B.8); see section B.5)

3. update particle positions using their new momenta (equation (B.7); see section B.5).

In the cola scheme, steps 2 and 3 are replaced with the equivalents that come from equations (B.17) and
(B.16), respectively.

B.2.2 Definitions and data structures
Grids and box size. A PM cosmological simulation is characterized by

• the number of particles, Np (if particles start from a regular Lagrangian grid – see section B.6 –, we note
Np0, Np1, Np2 the number of particles along each direction, such that Np ≡ Np0Np1Np2);
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• the size of the periodic box along each direction, L0, L1, L2 (the total volume simulated is therefore
V ≡ L0L1L2);

• and the number of cells of the PM grid (i.e. the grid on which density and potential are defined) along
each direction, Ng0, Ng1, Ng2, with Ng ≡ Ng0Ng1Ng2.

In many cases we will assume that the box is cubic, and that the particle grid and the PM grid are isotropic:
L0 = L1 = L2 ≡ L; Np0 = Np1 = Np2; Ng0 = Ng1 = Ng2. In the following, we denote the side lengths of cells
by ∆x ≡ L0/Ng0, ∆y ≡ L1/Ng1, ∆z ≡ L2/Ng2 and their volume by Vc ≡ ∆x∆y∆z. We have V = NgVc.

Particle variables. Assuming that particles all have the same mass,1 a PM code needs a minimum of six real
numbers (float or double) for each particle: three coordinates and three momenta. If the cola modification
is included (see section 7.3.1), a minimum of nine (for LPT at order one) or twelve (for LPT at order two) real
numbers per particle is required (three additional real numbers per particle to store the LPT displacements at
each order).

We call these arrays x[mp], y[mp], z[mp] (particles’ positions); px[mp], py[mp], pz[mp] (particles’ mo-
menta); and if cola is enabled, psix_1[mp], psiy_1[mp], psiz_1[mp] (for the ZA displacements, Ψ1),
psix_2[mp], psiy_2[mp], psiz_2[mp] (for the 2LPT displacements, Ψ2). Here mp indexes a particle. It
is interesting to note that the arrays containing the Lagrangian displacements are constants, i.e. that they
are never updated within the code (their time-independence can be checked in equations (B.16) and (B.17)).
Convenient data structures are 1D arrays of size Np for particles’ variables.

Grid variables. In addition, the code needs real numbers (float or double) for the density contrast δ and
the potential Φ at each grid cell. An array of size Ng is needed to store such grid variables. This array can be
shared between density and potential: we first use it to store the density contrast δ, then replace its values with
the potential when the Poisson equation is solved.2

We call this array density_or_Phi. A convenient data structure is a 3D array, such that the grid quantity
at position (i, j, k) is density_or_Phi[i,j,k] (with 0 ≤ i < Ng0, 0 ≤ j < Ng1, 0 ≤ k < Ng2). Equivalently, we
decided to implement density_or_Phi as a 1D array of size Ng, such that the grid quantity at position (i, j, k)
is given by density_or_Phi[mc] where the current cell is indexed by mc = k +Ng2 × (j +Ng1 × i).

Accelerations. It is also convenient to have three additional arrays of size Ng to store the components of the
acceleration on the grid, and three arrays of size Np to store the components of particles’ acceleration.3 In
the following, we note these arrays gx[mc], gy[mc], gz[mc], gpx[mp], gpy[mp], gpz[mp], where 0 ≤ mc < Ng
indexes a grid cell and 0 ≤ mp < Np indexes a particle.4

B.3 Mesh assignments and interpolations
This section describes how to assign to the grid a quantity carried by particles (the “mesh assignment”

operation, from particles to the grid), and how to distribute to particles a quantity that is known on the grid
(the “interpolation” operation, from the grid to particles).

In a PM code, the first operation is used to compute the density on the grid from particle positions; and the
second operation is used to assign an acceleration to each particle from grid values. Both are used in step 1 of
the main PM steps (see section B.2.1).

1 From the definition of Ω(0)
m , it is easy to see that the mass carried by each particle is m =

3Ω(0)
m H2

0
8πG

V

Np
(this number is called

the mass resolution).
2 The quantity stored is actually the reduced gravitational potential, Φ̃ ≡ ∆−1δ, as the overall time-dependent coefficients needed

to go from Φ̃ to Φ are factored out in K (a) (see equations (B.8) and (B.17)).
3 Actually the reduced acceleration g̃ ≡ ∇

(
∆−1δ

)
instead of the physical acceleration, see footnote 2.

4 These arrays are not absolutely required. Indeed, it is possible to get rid of them and to make the code more memory-efficient,
if one performs in one step the finite difference (to go from ∆−1δ to ∇(∆−1δ)), the interpolation (from the grid quantities to
particles, see section B.3) and the kick operation (see section B.5).
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B.3.1 The mesh assignment function
The general idea to assign particles to the grid is to assume that they have a “shape” S that intersects the

grid. Let us first describe the one-dimensional case, where S(x) is the 1D particle shape. The fraction of the
particle at xp assigned to the cell at xc is the shape function averaged over this cell:

W (xp − xc) ≡
∫ xc+∆x/2

xc−∆x/2
S(x′ − xp) dx′ =

∫
Π
(
x′ − xc

∆x

)
S(x′ − xp) dx′ (B.18)

The assignment function is hence the convolution:

W (x) = Π
( x

∆x

)
∗ S(x) where Π(s) =

{
1 if |s| ≤ 1

2
0 otherwise. (B.19)

In 3D,
W (xp − xc) ≡ W (xp − xc)W (yp − yc)W (zp − zc). (B.20)

For some quantity A, if Ap are the values carried by the particles at positions xp, the quantity A at position
xc on the grid is

A(xc) =
∑
{xp}

ApW (xp − xc). (B.21)

In particular, for gravitational PM codes, the quantity carried by particles is their mass m. The density on the
mesh is then a sum over the contributions of each particle as given by the assignment function,

ρ(xc) = 1
Vc

∑
{xp}

mW (xp − xc). (B.22)

The mean density is ρ̄ = mNp/V , from which we deduce the density contrast δ ≡ ρ/ρ̄− 1 on the mesh,

δ(xc) =

Ng

Np

∑
{xp}

W (xp − xc)

− 1. (B.23)

B.3.2 Low-pass filtering
The Nyquist-Shannon sampling theorem (Nyquist, 1928; Shannon, 1948, 1949) states that the information

content of a sampled signal can be correctly recovered if two conditions hold: the signal must be band-limited,
and the sampling frequency must be greater than twice the maximum frequency present in the signal. If this
is not the case, replicated spectra cannot be separated of the signal we seek to recover, a phenomenon known
as aliasing (e.g. Manolakis, Ingle & Kogon, 2000). Natural signals, however, are generally not band-limited,
so must be low-pass filtered before they are sampled. Equivalently, the sampling operation must include some
form of local averaging, reflecting the finite spatial resolution.

The Fourier representation5 of the ideal low-pass filter that one should use as assignment function is given
as

W (k) = 1√
2π

Π
(

k

kNyq,x

)
= 1√

2π
×
{

1 if |k| < kmax
0 if |k| ≥ kmax,

(B.24)

where kmax ≡ kNyq,x/2, and kNyq,x ≡ 2π/∆x is the Nyquist wavenumber. This filter is ideal in the sense that it
has unity gain in the pass-band region and it perfectly suppresses all the power in the stop-band regions. The
configuration space representation is

W (x) = 1
∆x sinc

( x

∆x

)
, (B.25)

where s 7→ sinc(s) ≡ sin(πs)
πs is the cardinal sine function (using the signal processing convention). It is interesting

to note that W (x) is not always positive. Therefore, the physical property of a continuous density field to be
positive will not be reflected in its discretized representation, using ideal low-pass filtering. The loss of physicality
is an expression of a fundamental problem of any data processing procedure: the loss of information due to
discretizing the continuous signal.

5 Here, we use the conventions for forward and inverse Fourier transforms as introduced in section 1.2.4.1.
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Furthermore, due to the infinite support of the cardinal sine function in configuration space, the ideal
sampling method is generally not tractable, because computationally too expensive. For this reason, practical
approaches often rely on approximating the ideal cardinal sine operator by less accurate, but faster calculable
functions (often with compact support in configuration space). In Fourier space, this will generally introduce
artificial attenuation of the pass-band modes and leakage of stop-band modes into the signal (i.e. incomplete
suppression of the aliasing power). The optimal choice of a low-pass filter approximation is therefore always
a choice between accuracy and computational speed (see e.g. Manolakis, Ingle & Kogon, 2000, for detailed
studies). In the following section we discuss common approaches used in particle simulations.

B.3.3 Common mesh assignment schemes
Commonly used particle shape functions and assignment schemes are often presented as a hierarchy (Hockney

& Eastwood, 1981). The simplest scheme is to consider that particles are punctual and to assign each of them
to the nearest grid point: W (xp − xc) = 1 if xc − ∆x

2 ≤ xp ≤ xc + ∆x
2 , 0 otherwise. The shape function is

therefore
SNGP(x) ≡ δD(x) and SNGP(x) ≡ δD(x)δD(y)δD(z). (B.26)

This is the Nearest Grid Point (NGP) assignment scheme.
The second particle shape function in the hierarchy is a rectangular parallelepiped (a “cloud”) of side length

∆x, ∆y, ∆z. This scheme involves the 8 nearest cells for each particle and is called the Cloud-in-Cell (CiC)
scheme. The shape function is

SCiC(x) ≡ 1
∆xΠ

( x

∆x

)
and SCiC(x) ≡ 1

∆x∆y∆zΠ
( x

∆x

)
Π
(
y

∆y

)
Π
( z

∆z

)
. (B.27)

This shape function can be seen as the convolution 1
∆xΠ

(
x

∆x
)

∗ δD(x). Higher-order assignment schemes
are obtained by successively convolving with 1

∆xΠ
(
x

∆x
)

along each direction. For example, the third-order
scheme is called the Triangular Shaped Cloud (TSC) and involves the 27 neighboring cells for each particle. In
one-dimension, the shape function is

STSC(x) ≡ 1
∆xΠ

( x

∆x

)
∗ 1

∆xΠ
( x

∆x

)
. (B.28)

The Fourier transform of x 7→ 1
∆xΠ

( x

∆x

)
is k 7→ 1√

2π
sinc

(
k

kNyq,x

)
. Therefore, in Fourier space, building

the hierarchy is taking successive powers of 1√
2π

sinc
(

k

kNyq,x

)
. The assignment function W is found by an

additional convolution of S with x 7→ Π
( x

∆x

)
, which means, in Fourier space, an additional multiplication by

∆x√
2π

× sinc
(

k

kNyq,x

)
. In figure B.1, we show the shape functions S for the NGP, CiC and TSC schemes (first

row), the corresponding assignment functions W (second row) and their normalized Fourier transforms, Ŵ/∆x
(rescaled such that Ŵ (k = 0)/∆x = 1; third row).

High order schemes are obviously more expensive numerically, but they also give more precise results: from
equation (B.21) and the shape functions, we see that resulting quantities on the grid (density, forces) are
piecewise constant in cells (NGP); C0 and piecewise linear (CiC); C1 with piecewise linear first derivative
(TSC), etc. (see figure B.1). The choice is a tradeoff between accuracy and computational expense.

We summarize the results of this section in table B.1. In the following, we further comment on the well-
known CiC scheme, which is the prescription used to assign particles to the grid throughout this thesis, including
in PM and cola implementations.

Let us consider the CiC density assignment for a particle with coordinates (xp, yp, zp). The cell containing
the particle has indexes given by

i ≡
⌊ xp

∆x

⌋
; j ≡

⌊
yp

∆y

⌋
; k ≡

⌊ zp

∆z

⌋
, (B.29)

where ⌊·⌋ is the integer floor function. We consider that the cell center is at (xc, yc, zc) = (i×∆x, j×∆y, k×∆z).6

6 The other common convention is to displace the cell center by half a voxel with respect to (i × ∆x, j × ∆y, k × ∆z), i.e.
(xc, yc, zc) = (i × ∆x + ∆x

2 , j × ∆y + ∆y
2 , k × ∆z + ∆z

2 ).
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Figure B.1: Shape functions in configuration space for the first three schemes of the natural hierarchy of mesh assignments
(S, first row); the corresponding assignment functions (W , second row) and their normalized Fourier transform (Ŵ , third
row). From left to right, the schemes are: Nearest Grid Point (NGP), Cloud-in-Cell (CiC), Triangular Shaped Cloud
(TSC). The Nyquist wavenumber is defined by kNyq,x ≡ 2π/∆x. For comparison, the dashed black lines show the
configuration and Fourier space representations of the ideal low-pass filter kernel.

Name Shape function
S(x)

Number of
cells involved

Properties of
grid-wise quantities

NGP δ(x) 13 = 1 Piecewise constant in cells

CiC 1
∆xΠ

( x

∆x

)
23 = 8 C0, piecewise linear

TSC 1
∆xΠ

( x

∆x

)
∗ 1

∆xΠ
( x

∆x

)
33 = 27 C1, differentiable with

piecewise linear derivative

Table B.1: Summary of the properties of commonly used particle shape functions.



172 Appendix B. Simulating collisionless dark matter fluids

(i,j,k) (ii,j,k) 

(ii,jj,k) (i,jj,k) 

dx tx 

dy 

ty 

Figure B.2: Two-dimensional illustration of the Cloud-in-Cell assignment scheme. Everything is expressed in units of
the cell size, ∆x along the x direction and ∆y along the y direction. In three dimensions, the particle is assigned to the
eight neighboring cells with different weights given by equations (B.33)–(B.40).

As noted before the particle may contribute to densities in the parent cell (xc, yc, zc) and the seven neigh-
boring cells. Let us define

ii ≡ mod(i+ 1, Ng0); jj ≡ mod(j + 1, Ng1); kk ≡ mod(k + 1, Ng2). (B.30)

The modulo function enforces periodic boundary conditions. The particle contributes to the eight cells indexed
by (i, j, k), (ii, j, k), (i, jj, k), (i, j, kk), (ii, jj, k), (ii, j, kk), (i, jj, kk) and (ii, jj, kk). Let us define

dx ≡ xp − xc

∆x = xp

∆x − i; dy ≡ yp − yc

∆y = yp

∆y − j; dz ≡ zp − zc

∆z = zp

∆z − k; (B.31)

tx ≡ 1 − dx; ty ≡ 1 − dy; tz ≡ 1 − dz. (B.32)

Contributions to the eight cells are given by the formulae below, which also correspond to linear interpolations
in 3D:

W
(
xp − x(i,j,k)

)
= txtytz, (B.33)

W
(
xp − x(ii,j,k)

)
= dxtytz, (B.34)

W
(
xp − x(i,jj,k)

)
= txdytz, (B.35)

W
(
xp − x(i,j,kk)

)
= txtydz, (B.36)

W
(
xp − x(ii,jj,k)

)
= dxdytz, (B.37)

W
(
xp − x(ii,j,kk)

)
= dxtydz, (B.38)

W
(
xp − x(i,jj,kk)

)
= txdydz, (B.39)

W
(
xp − x(ii,jj,kk)

)
= dxdydz. (B.40)

Summing over all particles will result in the calculation of any quantity A on the grid (equation (B.21)), in
particular the density contrast (equation (B.23)).

In figure B.2, we illustrate the CiC scheme in two dimensions. The first step is to identify the cell indexes
i, ii, j, jj, k, kk. Then, one computes the weight coefficients dx, tx, dy, ty, dz, tz as shown on the figure, and assigns
the particle to the neighboring cells using the formulae above.
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B.3.4 Interpolation
Interpolation is used to distribute a grid-wise quantity to particles. For example, for PM codes, accelerations

are computed on the grid (see section B.4), then interpolated back to each particle’s position.
Using the same notations as before, for some quantity A, the problem is to compute Ap given the values of

A(xc) in all the cells. This can be written in a similar fashion as equation (B.21), but summing on grid cells
instead of particles:

Ap ≡ A(xp) =
∑
{xc}

A(xc)W (xp − xc). (B.41)

W is the assignment function defined in section B.3.1, which involves a shape function S as previously (NGP,
CiC, TSC, etc.). It is generally important to be consistent between the mesh assignment scheme and the
interpolation scheme. In particular, for PM codes, the same prescription should be used for density assignment
and for interpolating accelerations at particles’ positions. This ensures the absence of artificial self-forces (forces
exerted by a particle on itself) and momentum conservation (Hockney & Eastwood, 1981).

For the NGP scheme, the value of Ap for a particle is just the value of A(xc) in its parent cell (i, j, k). For
the CiC scheme, using equations (B.41) and (B.33)–(B.40), we find:

Ap = A(i,j,k)txtytz +A(ii,j,k)dxtytz +A(i,jj,k)txdytz +A(i,j,kk)txtydz

+A(ii,jj,k)dxdytz +A(ii,j,kk)dxtydz +A(i,jj,kk)txdydz +A(ii,jj,kk)dxdydz. (B.42)

This is identical to trilinear interpolation.

B.4 Poisson equation and accelerations
After density assignment, several steps are done on the mesh in PM codes: solving the Poisson equation to

get the reduced gravitational potential Φ̃ ≡ ∆−1δ (section B.4.1), and then differentiating to get the reduced
accelerations g̃ ≡ ∇

(
∆−1δ

)
(section B.4.2).

B.4.1 Solving the Poisson equation
It is customary to solve the Poisson equation in Fourier space:

1. the configuration-space density contrast δ(x) is Fourier-transformed to get δ(k);

2. the reduced gravitational potential is estimated by solving the Poisson equation in Fourier space,
Φ̃(k) = G(k)δ(k), where G(k) is a Green’s function for the Laplacian, discussed below;

3. the reduced gravitational potential Φ̃(k) is transformed back to real space to get Φ̃(x).

As noted in section B.2.2, the same array can be used to store δ and Φ̃, by doing in-place Fourier transforms.

Fourier transforms. Steps 1 and 3 involve forward and backward discrete Fourier transforms. In the codes im-
plemented for this thesis, we use the Fast Fourier Transform approach for discrete data, provided by the FFTW
software library,7 defined and normalized as follows, for the forward and backward operations respectively:

f̂ℓ,m,n = ∆x∆y∆z
Ng0−1∑
i=0

Ng1−1∑
j=0

Ng2−1∑
k=0

fi,j,k e−2iπ(iℓ+jm+kn)/Ng ,

fi,j,k = 1
L0L1L2

Ng0−1∑
i=0

Ng1−1∑
j=0

Ng2−1∑
k=0

f̂ℓ,m,n e2iπ(iℓ+jm+kn)/Ng .

In the following, we note the components of a Fourier mode k as kx = 2π
L0
ℓ, ky = 2π

L1
m, kz = 2π

L2
n.

7 http://www.fftw.org/

http://www.fftw.org/
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Green’s function. The choice for the Green’s functionG(k) depends on how one wants to represent to Laplacian
in configuration space. In Fourier space, the reduced potential obeys −k2Φ̃(k) ≡ δ(k) where k2 ≡ |k|2 =
k2
x + k2

y + k2
z . It is therefore natural to simply use as Green’s function for the Laplacian G(k) = −1/k2. This is

the choice adopted in Gadget-2 (Springel, Yoshida & White, 2001; Springel, 2005) and in the codes used in this
thesis. Care should be taken however, as this choice corresponds to a highly non-local function in configuration
space (see e.g. the discussion in Birdsall & Langdon, 1985, appendix E). Alternatively, we can discretize the
Laplacian operator using the so-called 7-point template,

(∆Φ)i,j,k = Φi−1,j,k + Φi+1,j,k + Φi,j−1,k + Φi,j+1,k + Φi,j,k−1 + Φi,j,k+1 − 6Φi,j,k, (B.43)

for which the Green’s function is given by

G(k) = −1
4

[
sin2

(
kx∆x

2

)
+ sin2

(
ky∆y

2

)
+ sin2

(
kz∆z

2

)]−1
. (B.44)

Force smoothing. Due to the finite resolution of the PM grid, short-range forces cannot be accurately resolved,
which can cause spurious effects in simulations (Hockney & Eastwood, 1981). For this reason, we smooth the
short-range forces by multiplying by a Gaussian kernel in Fourier space,

Kks(k) = exp
(

−1
2
k2

k2
s

)
, where ks ≡ 2π

L
As. (B.45)

As is a free parameter that defines the split between long-range and short-range forces, in units of mesh cells.
In our codes, we adopted As = 1.25, the default value used in Gadget-2.

Deconvolution of the CiC kernel. We also correct for the convolution with the CiC kernel, by dividing twice
by (see section B.3.3)

KCiC(k) = sinc2
(

kx
kNyq,x

)
sinc2

(
ky

kNyq,y

)
sinc2

(
kz

kNyq,z

)
. (B.46)

One deconvolution corrects for the smoothing effect of the CiC in the density assignment, the other for the force
interpolation (Springel, 2005).

Overall factor in Fourier space. Summing up our discussions in this section, the overall factor that we apply
to δ in Fourier space (which we still note G(k) for convenience) is

G(k) = − 1
k2 × Kks(k)

KCiC(k)2 . (B.47)

After performing an inverse Fourier transform, we obtain the reduced gravitational potential on the mesh.

B.4.2 Computation of the accelerations
We get the reduced accelerations on the mesh by finite differencing the reduced potential. It would also

be possible to take the gradient in Fourier space, by multiplying the potential by a factor −ik and obtaining
directly the accelerations. However, this would require an inverse Fourier transform for each coordinate (i.e.
three instead of one), with little gain in accuracy compared to finite differences (Springel, 2005).

We adopt central finite differences. Several schemes are possible depending on the desired accuracy. The
two-point finite difference approximation (FDA2) is

g̃x(i,j,k) ≡ ∂Φ̃
∂x

∣∣∣∣∣
(i,j,k)

≈ 1
∆x

[
1
2Φ̃(i+1,j,k) − 1

2Φ̃(i−1,j,k)

]
(B.48)

and similar formulae for the other coordinates g̃y and g̃z. The accuracy is of order O(∆x2).
In the codes implemented for this thesis, we adopted the four-point finite difference approximation (FDA4),

as in Gadget-2,

g̃x(i,j,k) ≡ ∂Φ̃
∂x

∣∣∣∣∣
(i,j,k)

≈ 1
∆x

[
2
3

(
Φ̃(i+1,j,k) − Φ̃(i−1,j,k)

)
− 1

12

(
Φ̃(i+2,j,k) − Φ̃(i−2,j,k)

)]
(B.49)
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which offers order O(∆x4) accuracy. In the two equations above, periodic boundary conditions should always
be enforced: i+ 1 is actually mod(i+ 1, Ng0), etc.

After having computed the three components of the accelerations on the grid, g̃x(xc), g̃y(xc), g̃z(xc), we
interpolate with the CiC scheme (see section B.3.4) to get the accelerations at particles’ positions, g̃x(xp),
g̃y(xp), g̃z(xp).

B.5 Update of positions and momenta
Now that we have the accelerations for each particle from the grid-based Poisson solver (step 1 in section

B.2.1), we are able to update their momenta (“kick”) and their positions (“drift”). This corresponds to steps
2 and 3 in section B.2.1. At this point, we have to adopt a time integration scheme to update positions and
momenta from ai to af , and to define Kick and Drift operators. This is the object of sections B.5.1 and B.5.2,
respectively.

B.5.1 Time integrators
Let us consider a Hamiltonian system, described in phase space by the canonical coordinates z = (q, p) and

the Hamiltonian H(p, q) ≡ p2/2 + Φ(q). If we call f(z) = (p,−∂Φ/∂q), then Hamilton’s equations simply read
ż = f(z). Hamilton’s equations are a symplectic map, which means that the energy and the volume in phase
space are time-invariants:

dH
dt = 0 and ∇ · f = 0. (B.50)

It is generally important to adopt a numerical integrator that respects these two conditions, at least ap-
proximately (see also the discussion in section 3.4.3). For a map z(t) = F(z0), the volume in phase space is
conserved if det ∂F

∂z = 1. Classical first order time integrators use Euler’s method. In particular, the explicit
Euler method,

zn+1 = zn + f(zn)∆t; for which det ∂F
∂z = 1 + ∆t2 ∂

2Φ
∂q2 , (B.51)

and the implicit Euler method,

zn+1 = zn + f(zn+1)∆t; for which det ∂F
∂z = 1

1 + ∆t2 ∂
2Φ
∂q2

, (B.52)

are only approximately symplectic. Using the particles’ positions at time tn and momenta at time tn+1 makes
the Euler integrator symplectic:

zn+1 = zn + f(qn, pn+1)∆t; det ∂F
∂z = 1. (B.53)

For this thesis, we adopted the second-order symplectic “kick-drift-kick” algorithm, also known as the
leapfrog scheme (e.g. Birdsall & Langdon, 1985, see also section 4.3.4):

pn+1/2 = pn − ∂Φ
∂q

∣∣∣∣
n

∆t
2 , (B.54)

qn+1 = qn + pn+1/2 ∆t, (B.55)

pn+1 = pn+1/2 − ∂Φ
∂q

∣∣∣∣
n+1

∆t
2 . (B.56)

It is a straightforward exercise to check that this scheme exactly preserves volume in phase space.
For PM and cola codes, we assume a constant integration step ∆a ≡ af −ai

n , in such a way that the initial
scale factor is ai = a0 and the final scale factor is af = an+1 = ai + n∆a. A schematic view of the leapfrog
integration scheme is show in figure B.3. Note that during the evolution, positions and momenta are not
synchronized but displaced by half a timestep. For this reason during the first timestep, we give the particles
only “half a kick” using the accelerations computed at ai; and during the last timestep, we give the particles an
additional “half a kick”, to synchronize momenta with positions at af .
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Figure B.3: Schematic illustration of the leapfrog integrator. Particles’ momenta and positions are updated in turn,
given the value of the other variable within the time interval.

B.5.2 Kick and Drift operators
In equations (B.7) and (B.8), all the explicit dependence on the scale factor is in the prefactors D(a) and

K (a). The leapfrog scheme algorithm relies on integrating the equations on a small timestep and approximating
the momenta or accelerations in the integrands by their value at some time within the interval. More precisely,
for the “drift equation”:

x
(
aD
f

)
− x

(
aD
i

)
=
∫ aD

f

aD
i

D(ã)p(ã) dã ≈

(∫ aD
f

aD
i

D(ã) dã
)

p
(
aK) (B.57)

and similarly for the “kick equation”:

p
(
aK
f

)
− p

(
aK
i

)
=
∫ aK

f

aK
i

K (ã)
[
∇
(
∆−1δ

)]
(ã) dã ≈

(∫ aK
f

aK
i

K (ã) dã
)[

∇
(
∆−1δ

)]
(aD) (B.58)

This defines the Drift (D) and Kick (K) operators:

D(aD
i , a

D
f , a

K) : x(aD
i ) 7→ x(aD

f ) = x(aD
i ) +

(∫ aD
f

aD
i

D(ã) dã
)

p
(
aK) (B.59)

K(aK
i , a

K
f , a

D) : p(aD
i ) 7→ p(aD

f ) = p(aD
i ) +

(∫ aK
f

aK
i

K (ã) dã
)[

∇
(
∆−1δ

)]
(aD) (B.60)

Consistently with the scheme described in section B.5.1, the time evolution between a0 and an+1 is then achieved
by applying the following operator, E(an+1, a0), to the initial state (x(a0),p(a0)):

K(an+1/2, an+1, an+1)D(an, an+1, an+1/2)
[
n∏
i=0

K(ai+1/2, ai+3/2, ai+1)D(ai, ai+1, ai+1/2)
]

K(a0, a1/2, a0).

(B.61)
If the cola scheme is adopted, we obtain in a similar manner, from equations (B.16) and (B.17):

x
(
aD
f

)
− x

(
aD
i

)
≈

(∫ aD
f

aD
i

D(ã) dã
)

pMC
(
aK)−

(∫ aD
f

aD
i

dD1(ã)
dã dã

)
Ψ1 +

(∫ aD
f

aD
i

dD2(ã)
dã dã

)
Ψ2,

=
(∫ aD

f

aD
i

D(ã) dã
)

pMC
(
aK)− [D1]a

D
f

aD
i

Ψ1 + [D2]a
D
f

aD
i

Ψ2, (B.62)

pMC
(
aK
f

)
− pMC

(
aK
i

)
≈

(∫ aK
f

aK
i

K (ã) dã
)([

∇
(
∆−1δ

)]
(aD) − V [D1](aD)Ψ1 − V [D2](aD)Ψ2

)
=
(∫ aK

f

aK
i

K (ã) dã
)([

∇
(
∆−1δ

)]
(aD) −D1(aD)Ψ1 +

(
D2(aD) −D2

1(aD)
)

Ψ2
)
.(B.63)
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In the last line we used equations (B.14) and (B.15). This defines new Drift (D̃) and Kick (K̃) operators:

D̃(aD
i , a

D
f , a

K) : x(aD
i ) 7→ x(aD

f ) = x(aD
i ) +

(∫ aD
f

aD
i

D(ã) dã
)

pMC
(
aK)− [D1]a

D
f

aD
i

Ψ1 + [D2]a
D
f

aD
i

Ψ2 (B.64)

K̃(aK
i , a

K
f , a

D) : pMC(aD
i ) 7→ pMC(aD

f ) = pMC(aD
i ) +

(∫ aK
f

aK
i

K (ã) dã
)

×([
∇
(
∆−1δ

)]
(aD) −D1(aD)Ψ1 +

(
D2(aD) −D2

1(aD)
)

Ψ2
)
. (B.65)

With cola, the time evolution between a0 and an+1 is achieved by applying the following operator to the initial
state (x(a0),p(a0)):

L+(an+1)Ẽ(an+1, a0)L−(a0), (B.66)

where Ẽ(an+1, a0) is the operator given by equation (B.61), replacing D by D̃ and K by K̃, and we where we
use (see Tassev, Zaldarriaga & Eisenstein, 2013, appendix A):

L±(a) : p(a) 7→ p(a) ± pLPT(a) = p(a) ± 1
D(a)

(
−dD1

da Ψ1 + dD2

da Ψ2

)
. (B.67)

L− transforms the initial conditions to the rest frame of LPT observers (this is the same as initializing pMC to
zero), and L+ adds back the LPT momenta to pMC at the end.

In the codes implemented for this thesis, the integrals appearing in the Kick and Drift operators (equations
(B.59), (B.60), (B.64), (B.65)) are explicitly computed numerically. Another approach for the discretization of
time operators is proposed by Tassev, Zaldarriaga & Eisenstein (2013, section A.3.2.). When needed, the first
order growth factor D1 and its logarithmic derivative f1 are also computed numerically by explicit integration.
For the second-order growth factor and its logarithmic derivative, we use the fitting functions given by equations
(1.119) and (1.138) (Bouchet et al., 1995),

D2(τ) ≈ −3
7D1(τ)Ω−1/143

m and f2(τ) ≈ 2f1(τ)54/55. (B.68)

B.6 Setting up initial conditions
The last missing part for a full cosmological pipeline including the PM/cola codes described in previous

sections is a way to set up initial conditions at a = ai. The first step (section B.6.1) is to generate a realization
of the random density field describing the early Universe. As argued in chapter 1, it is physically relevant to
describe this field as a Gaussian random field.

The second step (section B.6.2) is to produce a high-redshift particle realization from this initial density
field, to be given to the PM code. The common approach is to use Lagrangian perturbation theory (the ZA
or 2LPT). Several existing codes perform this task: among others, Grafic (Bertschinger, 2001), N-GenIC
(Springel, Yoshida & White, 2001; Springel, 2005, using the ZA) and its 2LPT extension, 2LPTic (Crocce,
Pueblas & Scoccimarro, 2006b; Pueblas & Scoccimarro, 2009), MPGrafic (Prunet et al., 2008), music (Hahn
& Abel, 2011). However, for the purpose of this thesis, we implemented an independent ZA/2LPT initial
conditions generator. It is especially designed for full consistency with the borg algorithm (see chapter 4); in
particular, it uses the same routine as borg for the generation of LPT displacement fields.

B.6.1 The initial Gaussian random field
There exists many software packages that allow generating normal random variates (i.e. single Gaussian

random variates with mean 0 and variance 1), for example using the well-known Box-Müller method. We choose
the routines provided by the GNU scientific library (Galassi et al., 2003). We generate one such normal random
variate in each cell of the initial grid, and call the resulting vector the “initial white noise field” ξ. It is a random
signal with constant power spectrum (⟨ξξ⊺ = 1⟩). Alternatively, we can choose to import “constrained white
noise” that comes, for example, of large-scale structure inferences performed with borg.

Generally, using a vector of normal variates ξ, one can generate a realization of a grf with mean µ and
covariance matrix C by simply taking any matrix

√
C that satisfies

√
C

√
C

⊺ = C and computing x =
√
Cξ+µ.
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One general way to generate
√
C under the condition that C has only positive definite eigenvalues is to use the

so-called Cholesky decomposition, implemented in many numerical packages.
For cosmological initial conditions, however, the problem is generally much simpler. As we are generating a

random realization of the density contrast δ, the mean is µ = 0 and, from statistical homogeneity and isotropy,
the covariance matrix C should be diagonal in Fourier space and contain the power spectrum coefficients
P (k)/(2π)3/2 (see section 1.2.4.1). Hence, an obvious choice for the matrix

√
C is the diagonal matrix containing

the coefficients
√
P (k)/(2π)3/2. Therefore, the procedure is to Fourier-transform ξ, to multiply each of its

Fourier modes of norm k by
√
P (k)/(2π)3/2, and to perform an inverse Fourier transform to get δ in configuration

space.
Physical assumptions are needed for the power spectrum coefficients P (k). One possible approach is to use

the outputs of Boltzmann codes that describe the early Universe (e.g. cmbfast – Seljak & Zaldarriaga, 1996,
camb – Lewis & Challinor, 2002, or class – Lesgourgues, 2011; Blas, Lesgourgues & Tram, 2011). However,
in our implementation, we choose (as in borg) to use the analytical power spectrum from Eisenstein & Hu
(1998, 1999) for the baryon-CDM fluid (including baryonic wiggles). It depends on the following cosmological
parameters, which have to be specified: ΩΛ, Ωm, Ωb, ns and σ8.

When performing constrained simulations (see section 7.1.3), all the steps described in this section are
bypassed, and we directly make use of the initial density contrast field inferred with borg.

B.6.2 The high-redshift particle realization
We start from “grid-like” initial conditions, i.e. a realization of Np dark matter particles, placed on a regular

lattice. More precisely, for 0 ≤ i < Np0, 0 ≤ j < Np1, 0 ≤ k < Np2, we place a particle at Lagrangian
coordinates q = (iL0/Np0, jL1/Np1, k L2/Np2). All the masses are set to the constant value given in footnote
1, and at this point all the velocities are zero. Finally, each particle’s id is set to mp = k +Np2 ×

(
j +Np1 × i

)
.

This allows to keep a memory of the initial position of particles at any later time, even in the PM code.
The following step is to compute the ZA and 2LPT displacements for each particle, given the initial density

contrast field δ(q) generated in section B.6.1. We proceed as follows. The first-order potential field, ϕ(1)(q), is
evaluated on the Lagrangian grid by solving equation (1.134) in Fourier space,8

ϕ(1)(κ) = −δ(κ)/κ2. (B.69)

Each of its second order derivatives are also evaluated in Fourier space, using

ϕ
(1)
,ab(κ) = −ϕ(1)(κ)κa · κb. (B.70)

and inverse Fourier-transformed. From the configuration-space quantity

ϕ(q) ≡ ϕ(1)
,xx(q)ϕ(1)

,yy(q) + ϕ(1)
,xx(q)ϕ(1)

,zz(q) + ϕ(1)
,yy(q)ϕ(1)

,zz(q) − ϕ(1)
,xy(q)2 − ϕ(1)

,xz(q)2 − ϕ(1)
,yz(q)2, (B.71)

we compute the second-order potential field, ϕ(2)(q), again in Fourier space, using (see equation (1.135))

ϕ(2)(κ) = −ϕ(κ)/κ2. (B.72)

Once ϕ(1)(q) and ϕ(2)(q) are known, we evaluate the first and second order displacements Ψ(1)(q) ≡
∇qϕ

(1)(q) and Ψ(2)(q) ≡ ∇qϕ
(2)(q) on the initial grid in configuration space, by using a finite difference ap-

proximation scheme at order 2 (see section B.4.2). Then, we interpolate from the grid to particles’ Lagrangian
positions using a CiC scheme (see section B.3.4).

Finally, particles are displaced from their Lagrangian positions and their velocities are modified as prescribed
by LPT (equations (1.136) and (1.137)). More precisely, particles are given a zeroth “kick”,

K0(ai) : u = 0 7→ u(ai) = −f1(ai)D1(ai)H(ai)Ψ1(q) + f2(ai)D2(ai)H(ai)Ψ2(q), (B.73)

where u ≡ dx/dτ = aHdx/da. From this we deduce the initial momenta,

p(ai) = aiu(ai). (B.74)

They also follow a zeroth “drift”:

D0(ai) : q 7→ x(ai) = q −D1(ai)Ψ1(q) +D2(ai)Ψ2(q). (B.75)

The required numerical prefactors are computed as described at the end of section B.5.2.
8 We denote by κ a Fourier mode on the Lagrangian grid, κ its norm.
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“Whenever a theory appears to you as the only possible one, take
this as a sign that you have neither understood the theory nor the
problem which it was intended to solve.”
— Karl Popper (1972), Objective Knowledge: An Evolutionary Ap-
proach

Abstract
This appendix discusses methods for identifying and classifying structures in the cosmic web. As many approaches
exist (see the introduction of chapter 9), in the following we only focus on the algorithms used in this thesis: the vide
toolkit for the identification of static voids (section C.1), and the T-web approach for dissecting the dynamic cosmic
web into clusters, filaments, sheets, and voids (section C.2).

C.1 VIDE: the Void IDentification and Examination toolkit
This section describes vide, the Void IDentification and Examination toolkit. It is a static void finder

operating on density fields, used in chapter 8 of this thesis. The details behind vide are described in its
accompanying paper, Sutter et al. (2015b), and its website http://www.cosmicvoids.net/. vide is based on
ZOBOV (ZOnes Bordering On Voidness, Neyrinck, 2008) for the void finding part (sections C.1.1 and C.1.2),
and includes a set of additional features for pre- and post-processing void catalogs (section C.1.3).

C.1.1 Voronoi Tessellation Density Estimation
The algorithm begins by building a Voronoi tessellation of the tracer particle population (Schaap & van

de Weygaert, 2000; Schaap, 2007). This provides a density field estimator (the Voronoi Tessellation Field
Estimator, vtfe) based on the underlying particle positions. The vtfe (along with its dual, the Delaunay

http://www.cosmicvoids.net/
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Tessellation Field Estimator, dtfe) is a local density estimate that is especially suitable for astronomical data
(van de Weygaert & Schaap, 2009; Cautun & van de Weygaert, 2011).

The Voronoi tessellation is a partitioning of space into cells around each particle. For each particle i, the
corresponding Voronoi cell is the region consisting of all points closer to that particle than to any other. The
density estimate at particle i is 1/V (i), where V (i) is the volume of the Voronoi cell around particle i. It is
further assumed constant density across the volume of each Voronoi cell, which effectively sets a smoothing
scale for the continuous density field.

Finally, the Voronoi tessellation also provides the adjacency measurement for each particle i (i.e. the set of
particles whose Voronoi cells have a common boundary with i’s cell), which ZOBOV uses in the next step.

C.1.2 The watershed algorithm
ZOBOV then uses the watershed transform (Platen, van de Weygaert & Jones, 2007) to group Voronoi cells

into zones and subsequently voids. Minima (also called cores or basins) are first identified as particles with
lower density than any of their Voronoi neighbors. Then, the algorithm merges nearby Voronoi cells into zones
(the set of cells for which density flows downward into the zone’s core). Finally, the watershed transform groups
adjacent zones into voids by finding minimum-density barriers between them and joining zones together. This
can be thought of, for each zone z, as setting the “water level” to its minimum density and raising it gradually.
Water may flow along lines joining adjacent Voronoi zones, adding them to the void defined around zone z.
The process is stopped when water flows into a deeper zone (one with a lower core than z) or if z is the deepest
“parent” void, when water floods the whole field. The void corresponding to zone z is defined as the set of zones
filled with water just before this happens, and its boundary is the ridgeline which retains the flow of water. As
can be understood from this description, the watershed transform naturally builds a nested hierarchy of voids
(Lavaux & Wandelt, 2012; Bos et al., 2012).

ZOBOV imposes a density-based criterion within the void finding operation: adjacent zones are only added
to a void if the density of the wall between them is less than 0.2 times the mean particle density (Platen,
van de Weygaert & Jones, 2007; see Blumenthal et al., 1992; Sheth & van de Weygaert, 2004 for the role of
the corresponding δ = −0.8 underdensity). This density threshold prevents voids from expanding deeply into
overdense structures and limits the depth of the void hierarchy (Neyrinck, 2008). By default, vide reports every
identified basin as a void (regardless of the density of the initial zone), but facilities exist for filtering the void
catalogs based on various criteria (Sutter et al., 2015b).

C.1.3 Processing and analysis of void catalogs
The vide toolkit provides routines for performing many analysis tasks, such as manipulating, filtering, and

comparing void catalogs, plotting void properties, stacking, computing clustering statistics and fitting density
profiles (Sutter et al., 2015b). In this section, we briefly describe the details behind the three void statistics
used in chapter 8: number functions, ellipticity distributions, and density profiles.

C.1.3.1 Number functions

The effective radius of a void is defined as

Rv ≡
(

3
4πV

)1/3
, (C.1)

where V is the total volume of the Voronoi cells that make up the void. From this definition, voids with effective
radius smaller than n̄−1/3, where n̄ is the mean number density of tracers, are excluded to prevent the effects
of shot noise.

Based on this definition, vide includes a built-in plotting routine for the cumulative number functions of
multiple void catalogs on a logarithmic scale (see figure 8.3).

C.1.3.2 Ellipticity distributions

For each void in the catalog, vide also reports the volume-weighted center of all Voronoi cells in the void,
or macrocenter:

xv ≡ 1∑
i Vi

∑
i

xiVi, (C.2)
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where xi and Vi are the positions and Voronoi volumes of each tracer particle i, respectively.
Void shapes are computed from void member particles by constructing the inertia tensor:

Mxx =
Np∑
i=1

(
y2
i + z2

i

)
, (C.3)

Mxy = −
Np∑
i=1

xiyi, (C.4)

where Np is the number of particles in the void, and (xi, yi, zi) is the set of coordinates of particle i relative
to the void macrocenter. The other components of the inertia tensor are obtained by cyclic permutation of
coordinates. The eigenstructure of the inertia tensor gives the ellipticity of the void:

ε = 1 −
(
J1

J3

)1/4
, (C.5)

where J1 and J3 are the smallest and the largest eigenvalues of the inertia tensor, respectively. The ellipticity
distribution of voids as a function of their effective radius follows from this definition (see figure 8.4).

C.1.4 Radial density profiles
vide contains a routine to construct three-dimensional stacks of voids, where void macrocenters are super-

posed and particle positions are shifted to be expressed as relative to the stack center. This routine builds
stacks of voids whose effective radius is in some given range. From each of these three-dimensional stacks, vide
builds a spherically-averaged one-dimensional profile.

This is used in particular for building radial density profiles of voids at a given size (see figure 8.5).

C.2 The T-web
This section describes the “T-web”, a dynamic web classifier which dissects the entire large-scale structure

into different structure types: voids, sheets, filaments, and clusters. It is used in section 2.3, chapters 9 and 10
of this thesis.

C.2.1 The tidal tensor
We start here from the Vlasov-Poisson system in Eulerian coordinates, equations (1.72) and (1.75). It is

always possible to rescale the cosmological gravitational potential by defining Φ̃ ≡ Φ/(4πGa2ρ̄) in such a way
that Φ̃ obeys a reduced Poisson equation,

∆Φ̃(x) = δ(x). (C.6)

In this context, we define the tidal tensor T as the Hessian H(Φ̃) of the rescaled gravitational potential Φ̃,

Tij ≡ H(Φ̃)ij = ∂2Φ̃
∂xi∂xj

. (C.7)

With this definition, the left-hand side of equation (C.6) can be seen as the application of the Laplace-Beltrami
operator LB (or tensor Laplacian), trace of the Hessian, to Φ̃:

LB(Φ̃) ≡ tr(H(Φ̃)) = ∆Φ̃. (C.8)

Let us denote by µ1(x) ≤ µ2(x) ≤ µ3(x) the three local eigenvalues of the tidal tensor.1 They are dimensionless
and real (since T is symmetric). We have tr(T)(x) = µ1(x) + µ2(x) + µ3(x), and the reduced Poisson equation
can therefore be seen as a decomposition of the Eulerian density contrast field, in the sense that it reads

µ1(x) + µ2(x) + µ3(x) = δ(x). (C.9)
1 These eigenvalues are often noted λi in the literature. We changed the notation in this thesis to avoid the confusion with the

Zel’dovich formalism (see sections 1.5.2 and C.2.2).
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At this point, it is useful to introduce some notations commonly found in the literature to characterize the
tidal field. Given equation (C.9), the eigenvalues of the tidal tensor define an ellipsoid with semi-axes (e.g.
Peacock & Heavens, 1985)

ai(x) ≡

√
δ(x)
µi(x) . (C.10)

The triaxiality parameters are defined by Bardeen et al. (1986) in terms of the eigenvalues as

ε(x) = µ1(x) − µ3(x)
2δ(x) and p(x) = µ1(x) − 2µ2(x) + µ3(x)

2δ(x) . (C.11)

ε is called the ellipticity (in the µ1 − µ3 plane) and p the prolateness (or oblateness). If −ε ≤ p ≤ 0 then the
ellipsoid is prolate-like, and if 0 ≤ p ≤ ε it is oblate-like. The limiting cases are p = −ε for prolate spheroids
and p = ε for oblate spheroids.

C.2.2 Analogy with the Zel’dovich formalism
The above equations have a strong similarity with that of the Zel’dovich formalism. Indeed, we have seen

that the first Lagrangian potential ϕ(1), defined by Ψ(1)(q, τ) = −D1(τ)∇qϕ
(1)(q), satisfies a reduced Poisson

equation (equation (1.134)),
∆qϕ

(1)(q) = δ(q). (C.12)

As discussed in section 1.5.2, the shear of the displacement R ≡ ∂Ψ/∂q verifies

Rij = −D1(τ)H(ϕ(1))ij = −D1(τ) ∂
2ϕ(1)

∂qi∂qj
. (C.13)

The local eigenvalues of Hessian of the first Lagrangian potential, λ1(q) ≤ λ2(q) ≤ λ3(q), permit to rewrite the
reduced Poisson equation as a decomposition of the initial density contrast,

λ1(q) + λ2(q) + λ3(q) = δ(q). (C.14)

C.2.3 The T-web: original procedure
In analogy with the Zel’dovich “pancake” theory, where the sign of the λi permit an interpretation of what

happens at shell-crossing in the ZA in terms of structure types (see section 1.5.2), Hahn et al. (2007a) proposed
to classify structures using the sign of the µi. Namely, a void point corresponds to no positive eigenvalue, a
sheet to one, a filament to two, and a cluster to three positive eigenvalues (see table C.1).

Structure type Rule
Void µ1, µ2, µ3 < 0
Sheet µ1, µ2 < 0 and µ3 > 0
Filament µ1 < 0 and µ2, µ3 > 0
Cluster µ1, µ2, µ3 > 0

Table C.1: Rules for classification of structure types according to the T-web procedure (Hahn et al., 2007a).

The interpretation of this rule is straightforward, as the sign of an eigenvalue at a given position defines
whether the gravitational force in the direction of the corresponding eigenvector is contracting (positive eigen-
values) or expanding (negative eigenvalues). Thus, the signature of the tidal tensor characterizes the number of
axes along which there is gravitational expansion or collapse. This procedure is sometimes called the “T-web”,
in reference to the tidal tensor.

In Hahn et al. (2007a), an interpretation of the above rule in terms of the orbit stability of test particles
is also discussed. The equation of motion in comoving coordinates and in conformal time reads (see equation
(1.74))

dp
dτ = −ma∇Φ with p = ma

dx
dτ (C.15)



C.2. The T-web 183

The local extrema of the gravitational potential (i.e. points x̄ such that ∇Φ(x̄) = 0) are fixed points of the test
particle equation of motion. These can be, for example, the center of mass of halos. In their neighborhood, we
can linearize the equation of motion at the points x̄, which yields the linear system

d
dτ

(
ma

dx
dτ

)
≈ −ma∇2Φ(x̄) · (x − x̄) , (C.16)

or, in terms of coordinates,

d
dτ

(
ma

dxi
dτ

)
≈ −ma

∑
j

∂2Φ
∂xi∂xj

(x̄) (xj − x̄j) ∝ −ma
∑
j

Tij(x̄) (xj − x̄j) . (C.17)

This equation means that the linear dynamics near local extrema of the gravitational potential is fully governed
by the tidal field. The number of positive eigenvalues is equivalent to the dimension of the stable manifold at
the fixed points:

• voids are regions of space where the orbits of test particles are unstable (no positive eigenvalue);

• sheets correspond to one-dimensional stable manifolds (one positive, two negative eigenvalues);

• filaments correspond to two-dimensional stable manifolds (two positive, one negative eigenvalues);

• clusters are attractive fixed points (three positive eigenvalues).

Dropping the assumption of local extrema of the gravitational potential introduces a constant acceleration
term to the linearized equation of motion. This zeroth-order effect can be ignored by changing to free-falling
coordinates. The behavior introduced by the first-order term, representing the tidal deformation of orbits, and
thus the web-type classification, remain unchanged.

C.2.4 Extensions of the T-web
C.2.4.1 Varying threshold

Several extensions of this classification procedure exist. Forero-Romero et al. (2009) pointed out that rather
than using a threshold value µth of zero, different positive values can be used. The corresponding set of rules is
given by table C.2.

Structure type Rule
Void µ1, µ2, µ3 < µth
Sheet µ1, µ2 < µth and µ3 > µth
Filament µ1 < µth and µ2, µ3 > µth
Cluster µ1, µ2, µ3 > µth

Table C.2: Rules for classification of structure types according to the extended T-web procedure with varying threshold
(Forero-Romero et al., 2009).

This introduces a new free parameter, which a priori can take any value. However, Forero-Romero et al.
(2009) argued that a natural threshold can be roughly estimated by equating the collapse time (determined
by the eigenvalues) to the age of the Universe. For an isotropic collapse, they calculated explicitly µth = 3.21
(appendix A in Forero-Romero et al., 2009). As gravitational collapse is often highly anisotropic, they used an
empirical approach to determine the threshold and argued that µth ≈ 1 can yield better web classifications than
the original T-web, down to the megaparsec scale.

The T-web procedure and/or this extension have been used, for example, by Jasche et al. (2010b); Wang
et al. (2012); Forero-Romero, Contreras & Padilla (2014); Nuza et al. (2014); Alonso, Eardley & Peacock (2015);
Eardley et al. (2015); Forero-Romero & González (2015); Leclercq, Jasche & Wandelt (2015c); Zhao et al. (2015);
Aung & Cohn (2016).
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C.2.4.2 The V-web

Hoffman et al. (2012) reformulated the extended T-web procedure using the velocity shear tensor instead
of the gravitational tidal tensor. More precisely, they use the eigenvalues µVi (x) of the rescaled shear tensor
defined by

Σij ≡ − 1
2H(z)

(
∂vi
∂rj

+ ∂vj
∂ri

)
. (C.18)

This new scheme is generally referred to as the “V-web” and the rules are given in table C.3. Hoffman et al.
(2012) showed that the two classifications coincide at large scales (where the gravitational and velocity fields are
proportional) and that the velocity field resolves finer structure than the gravitational field at the smallest scales
(sub-megaparsec). They empirically determined the threshold value µVth = 0.44 to yield the best visualization
of the geometrical characteristics of the four environments at z = 0.

Structure type Rule
Void µV1 , µ

V
2 , µ

V
3 < µVth

Sheet µV1 , µ
V
2 < µth and µV3 > µVth

Filament µV1 < µVth and µV2 , µ
V
3 > µVth

Cluster µV1 , µ
V
2 , µ

V
3 > µVth

Table C.3: Rules for classification of structure types according to the V-web procedure (Hoffman et al., 2012).

The V-web has been used, for example, by Libeskind et al. (2013); Carlesi et al. (2014); Nuza et al. (2014);
Lee, Rey & Kim (2014); Libeskind, Hoffman & Gottlöber (2014). In this thesis, we probe scales down to a few
Mpc/h (the voxel size in our reconstructions or simulations). Therefore, we will be content with the original
T-web procedure as formulated by Hahn et al. (2007a).

C.2.5 Implementation
This section gives details on how the T-web procedure is implemented when used in this thesis. First, the

density contrast field is computed by assigning particles to the grid with a CiC scheme (see section B.3). It is
transformed to Fourier space using a Fourier transform on the grid. At this point, if desired, the density field
can be smoothed using a Gaussian kernel Kks(k) ≡ exp

(
− 1

2
k2

k2
s

)
(usually this step is bypassed in the projects

described in this thesis). This corresponds to a mass scale Ms which is linked to the smoothing length Rs ≡ 2π
ks

by

Rs = 1√
2π

(
Ms

ρ̄

)1/3
. (C.19)

The reduced gravitational potential is estimated by solving the Poisson equation in Fourier space, Φ̃(k) =
G(k)δ(k), where G(k) is the Green function corresponding to the discretization adopted for the Laplacian.
For the projects described in this thesis, we adopted the simple form G(k) = −1/k2 (with also a smoothing
of short-range forces and two deconvolutions of the CiC kernel, see section B.4.1). Hence, the gravitational
potential is given by the convolution

Φ̃(x) = (G ∗ δ)(x), (C.20)

or, if the density field had been smoothed, by

Φ̃Rs(x) = (G ∗Kks ∗ δ)(x). (C.21)

We compute the components of the tidal tensor in Fourier space using Tab = −Φ̃(k)kakb, and transform them
back to configuration space by inverse Fourier transform. In practice, only one Fourier transform is required to
go from δ to Tab ∝ −δ(k)kakb/k2 (or Tab ∝ −δ(k)kakbKks(k)/k2). Finally, we compute the eigenvalues of the
tidal tensor at each voxel of the grid and classify structures using the rules given in table C.1. In this fashion,
every voxel of the density field gets assigned a flag corresponding to the structure type: T0 for voids, T1 for
sheets, T2 for filaments, T3 for clusters.

The T-web classification takes a few seconds on 8 cores, for a typical density field used in this thesis
(L = 750 Mpc/h, Nv = 2563).
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Figure C.1: Slices through the voxel-wise eigenvalues µ1 ≤ µ2 ≤ µ3 of the tidal field tensor in the final conditions of a dark
matter simulation. The rightmost panel shows the corresponding slice through the final density contrast δ = µ1 +µ2 +µ3

(equation (C.9)). See also figure 9.2 for comparison.
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Figure C.2: Left panel. Classification of structures with the T-web procedure in the final conditions of a dark matter
simulation. The color coding is blue for voids, green for sheets, yellow for filaments and red for clusters. Right panel.
Dark matter density in the corresponding slice (for convenience, the quantity shown in ln(2 + δ)).

C.2.6 Example
As an example, in this section, we show the results of the T-web classification for a simulated density field.
The simulation contains 5123 dark matter particles in a comoving box of 750 Mpc/h with periodic boundary

conditions. The initial conditions have been generated at z = 69 using second-order Lagrangian perturbation
theory. They obey Gaussian statistics with an Eisenstein & Hu (1998, 1999) power spectrum. The N -body
simulation has been run to z = 0 with Gadget-2 (Springel, Yoshida & White, 2001; Springel, 2005). Particles
are assigned to the grid using a CiC method. The cosmological parameters used are

ΩΛ = 0.728,Ωm = 0.272,Ωb = 0.045, σ8 = 0.807, h = 0.702, ns = 0.961, (C.22)

which gives a mass resolution of 2.37 × 1011 M⊙/h.
For clarity, we show slices through a 200 Mpc/h region of the simulation. Figure C.1 shows the eigenvalues

of the tidal tensor and the density contrast. A slice through the corresponding voxel-wise classification of
structures is shown in the left panel of figure C.2.


